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Chapter 9

Complements Enable Representation of the Contents of False Beliefs: the Evolution of a Theory of Theory of Mind

Jill G. de Villiers and Peter A. de Villiers, Smith College

Introduction

In 1995 we proposed that certain aspects of grammatical development may be necessary for children to achieve understanding of other people’s false beliefs (J. de Villiers, 1995, de Villiers and de Villiers 2000). In this chapter we review the theory on which the proposal was built; how the proposal itself has been modified over the years, and the empirical work that has addressed it. One of the risks of putting forth a strong proposal is that it will be wrong, but falsifiability is exactly its strength. At a certain point in the history of an idea, it can suffocate under the number of auxiliary hypotheses that must be marshaled to maintain it in the face of contradictory data. On the other hand, that is also the process whereby an idea gets theoretically refined.  Deciding which is true in this case is the reader’s choice.

Our argument is part of a more general claim that certain kinds of thinking are irrevocably tied to language because of the properties of recursion, negation, conditional, conjunction etc. that language has and that non-propositional representational systems (e.g. images) do not have (Fodor 1975). Specifically, language is particularly well-suited to the thinking humans do around propositional attitudes: understanding others’ desires, beliefs, knowledge states, emotions and so forth (Segal 1998. See also Collins 2000). In light of these observations, we proposed that a child must recruit the language faculty in reasoning about propositional attitudes, specifically the false beliefs of others (J. de Villiers, 1995; de Villiers and de Villiers, 2000) because it relies on structures that are able simultaneously to represent the truth in someone else’s mind and attribute it only to that person. This kind of representation is seen in the complement clause under a mental state verb:

(1)
Bill thought that Miranda left. (where Miranda did not in fact leave)

The complement clause (‘that Miranda left’) captures the world in Bill’s mind and marks it as belonging to Bill, not to the speaker. A child possessed of such a structure can then use it to support long chains of reasoning, such as to predict what Bill will do next:


(2)
Bill thought that Miranda left so he will chase after her.

to explain what Bill did:


(3)
Bill thought that Miranda left so he tried to call her cell phone.

and to account for other mental states:


(4)
Bill thought that Miranda left so he was depressed.

The complement clause represents the basis of the reasoning, and it is centered on a false proposition: that Miranda left which must be attributed to someone other than the speaker in order for the reasoning to proceed.

In refining the initial idea of attribution, J. de Villiers (2001, 2005) has proposed a Point of View feature, handed down from the matrix verb to its complement and affecting everything in the scope of the complement, including the noun phrases. This allows sentences like:


(5)
Bill thought that the most beautiful woman in the world left. 

(whereas we think Miranda is plain).

In essence, then, the claim is that once the child has the grammatical machinery in place to represent a false complement, then this opens up the possibility of false belief reasoning. Before the possession of the appropriate grammatical machinery and key vocabulary (such as the mental state verbs, believe, think, etc.), children may have a range of important understandings of both their own and other people’s mental states, but the explicit understanding of the content of false beliefs is not possible. 

The next step in the development of the approach was to explore how the idea that learning complements allows reasoning about false beliefs could be tested empirically, and this required the satisfactory operationalization of the constructs of both complementation and false belief understanding. 
Complement comprehension

The focus on complementation grew out of work on long distance wh-questions, namely questions that attach to the lower verb in a two-clause sentence such as “When did the boy say he fell”, where the answer is about when he fell not about when he spoke about it (de Villiers, Roeper and Vainikka, 1990). Consider the following context:

(6)
This boy loves climbing trees. One afternoon he fell from a tree. He got up and went home. That night when he had a bath he noticed a big bruise on his arm and he said to his dad, “I must have hurt myself this afternoon”.

(7)
When did the boy say he fell?

The question in (7) has two possible answers depending on whether the interpretation is when the boy said it (at night, at bath time) or when he said he fell (that afternoon). By posing this, as well as alternate questions that disallow the long distance (‘when he did it’) reading and only allow the ‘when he said it’ reading, such as (8):

(8)
When did the boy say how he fell?

we determined that young children have grammars that both permit long distance (‘When he did it’) readings and appropriately block them in the case of a syntactic barrier (the ‘how’) (Chomsky, 1986). However, children responded in some unexpected ways. For example, they might answer (8) with “by falling out of the tree”. That is an answer to the medial how, not the initial when. This was particularly prevalent with a medial what as in (9):

(9)
How did the mother say what she baked?

The children would frequently answer “cake”, i.e., answering the medial what. 

Following on from a suggestion (Juan Urriagereka, pc) that we might test whether the “what” was restricted to the lower verb by changing the situation so that what the mother actually baked was not what she said she baked, we added the sentence in (10)

(10)
What did the mother say she baked?

fully anticipating that every child would answer that one accurately. We were thus puzzled when three year olds answered with what she actually baked, rather than what she said she baked. Since this was incompatible with our explanation for the children’s adeptness with long distance movement, the easy solution was to write it off as a problem in cognitive “theory of mind”, not in the grammar itself. 

The issue of whether the responses were cognitively or linguistically motivated was a key question in our understanding of the phenomenon. So, to explore this further, we examined the understanding of false belief in oral deaf children whose non-verbal cognitive development was typically developing, but whose language development was delayed. Using theory of mind tests that were not dependent on language, we showed that oral deaf children with delayed language were also several years delayed on nonverbal and verbal Theory of Mind false belief tasks (Gale, de Villiers, de Villiers, and Pyers, 1996). Noting that in a study of typically developing children, the ability to succeed on the “memory for complements’ task” shown in (10) seemed to precede the ability to do false belief tasks (de Villiers and Pyers 1997, 2002), we embarked on a large study of the language and theory of mind understandings of 180 oral and signing deaf children designed to tease out the precise relationship between false beliefs and linguistic development (P. de Villiers, 2005; Schick, de Villiers, de Villiers and Hoffmeister, 2007). 

The groups in this new study included oral deaf children with language delays; signing deaf children with hearing parents who were acquiring ASL, but with some delay; and signing deaf children with deaf parents who were exposed to ASL at birth and so acquired language on a normal timetable. We included multiple measures of false belief reasoning, both verbal and largely non-verbal. We used a variety of language measures, but at the heart was the test of “memory for complements” (illustrated in (10) above) used by de Villiers and Pyers, in spoken form for the oral deaf children and translated into ASL for the signing children. The results showed the same predictive relationship between false complement comprehension and false belief reasoning for both the oral deaf children and the ASL children, and the relationship was found for low verbal analogs of the traditional verbal tasks as well as for the most verbal tasks. So we were confident that the relationship was not an artifact of the language of the false belief tasks themselves. As expected, other language measures, such as mental state verb vocabulary, contributed to the variance in false belief understanding, especially for the verbal tasks. 

The challenges

Despite philosophical support for our hypothesis (Collins, 2000; Segal 1998), numerous questions remained around the operationalization of the essential construct ‘mastery of complements’. One question concerned whether complements are universal, which they need to be if they are the only trigger for the fundamentally human ability to entertain false beliefs.  Or, we wondered, could other devices such as the ASL postural markers of “role-shift” used to indicate whose point of view a proposition has, also mark a proposition as attributed to another person, and therefore function in the same way as complements in other languages? What about languages with evidential markings, that is, morphemes that indicate the source of a belief? Could that be a viable alternative to using complementation to learn about other’s belief and knowledge states? What about languages such as Chinese, which have very bare complements without complementizers? How does a Chinese child proceed to recognize the structure? Perhaps the most central question was whether it is semantics or syntax that matters here? Why consider it grammar? 

Beyond that, there were questions about the operationalization of false belief reasoning: How could infants or younger children succeed on apparent false belief tasks in the absence of language (Onishi and Baillargeon, 2005: Southgate, Senju and Csibra, 2007); and how could persons with severe aphasia succeed on false belief tasks (Varley and Siegal, 2000; Varley Siegal and Want, 2001)? 

The “complement” construct
Linguistic authorities do not agree on whether all languages have complements. Wierzbicka (1992) is confident of a positive answer, but Baker (cited in Carruthers, 2007) hesitates, because some Aboriginal languages (Evans, 1999) seem to have something that more resembles an embedded noun phrase: as if the English sentence in (1) were something like (11):

(11) Bill had the thought that Miranda left.

Dan Everett has even claimed that the Pirãha, a small tribe in the Brazilian Amazon has no complex embedded structures at all (Everett, 2005), which if true (but see Nevins, Pesetsky and Rodrigues, 2007; Wierzbicka, 2005), would predict significant difficulties in false belief reasoning, even in Pirãha adulthood (a hypothesis that remains to be tested). 

Even if some languages lack complements, it could still be that other devices serve the same purpose with respect to the child’s developing theory of mind capacities. For example, perhaps a structure equivalent to:


   (12) According to Bill, Miranda left.

might have the right property of attributing a view to an individual and distinguishing it from reality. No one has studied whether these devices might subserve the development of false belief reasoning. To compare them, we need to better understand the nature of complements.
Verb types

First of all, we find that complements only occur under certain verbs of communication and mental state (Gleitman 1990; Fisher, Gleitman and Gleitman, 1991) as in (13):


(13)
Bill said/thought/forgot/murmured that Miranda left.


And have a different distribution from verbs for direct speech, which are more limited:


(14)   Bill said/thought/murmured/*forgot, “Miranda left!”

and have other less formal devices:

(15) Bill was/like/goes, “Miranda left”. 

We can note, too, that postural role shift in ASL, and voice or pitch changes in spoken languages only occur in direct and not indirect speech reports. Moreover, in contrast to the limitations on complements, any verb or verb phrase can take an adjunct:


(16)
Bill fell/whistled/sneezed/ broke the window/ then Miranda left.

Truth

Despite the differences noted above for complements and direct speech reports, both can be false independently of the truth of the matrix sentence as (17) to (19) show. Suppose Miranda is still present:


(17)
Bill said that Miranda left.


(18)
Bill said: “Miranda left!”


(19)
*Bill was sad because Miranda left.

As (16) and (19) show, this is not true of adjunct clauses. At the same time,  “According to X” has the right properties, as shown in (12).
Reference
Neither complements nor direct speech allow the use of terms that are not known by the subject of the sentence even though they are known to the speaker, i.e., that designation must be known to the subject. This phenomenon, known as referential opacity, is a complex matter, as it varies with (at least) the definiteness of the noun phrase. Consider a domestic dispute where Peter has shoveled a mass of papers, which is in fact Jill’s grant proposal, off the kitchen table into the rubbish bin. We can say (20):


(20)    Peter knew he put a mass of papers in the bin.

But it is not fair to say (21):


(21)
Peter knew he put Jill’s grant proposal in the bin.

The indirect speech report seems to vary with the definiteness:


(22)
?Peter said that he put Jill’s grant proposal in the bin.


(23)
*Peter said that he put a grant proposal in the bin.

But the direct speech report would not pass muster as evidence in a divorce court:


(24)
*Peter said “I put Jill’s grant proposal in the bin.”

Notice this same property, namely an agreement between the term used inside the complement with the point-of-view of the speaker, allows us to express delusions, not just different terms for the same thing:


(25)
Peter thought he was the King of France.

In contrast, in adjuncts, as in ordinary clauses, any nominals agreed on and known by the speaker can be used:


(26)
Peter left after he put Jill’s grant proposal in the bin.

But obviously, not false designations:

(27) *I went for coffee then I met the King of France.

Again, “according to” has the right properties:


(28)    According to Peter, he’s the King of France”
Wh-movement

Complements allow wh-extraction:


(29)   Bill said he saw Miranda.



Who did Bill say he saw?

Direct speech does not:


(30)   Bill said: “I saw Miranda!”



*Who did Bill say “I saw”!

Neither do adjuncts:


(31)   Bill sneezed then he saw Miranda.



*Who did Bill sneeze then he saw?

We return later in the chapter to the point that wh-movement is thus a neat diagnostic of complementation in some languages.

Recursion

Complements allow specific kinds of recursion (Roeper, 2007; Hollebrandse and Roeper, 2007). One can say:


(32) Jane believed that Bill thought that Miranda left

In fact, complements are as recursive as propositional attitudes themselves can be. But do alternative devices work the same way? For example, could discourse not carry the same second-order meaning as the embedded complement? Look at the following: 


(33) 
Miranda left.

        

Bill thought that.

Jane believed that.

Our tests of English speakers reveal that they cannot easily get the meaning of (32) from (33) (Hollebrandse, Hobbs, Roeper and de Villiers, 2007).Notice also that the whole discourse begins with an assumed true statement, so how could one then represent a false belief? In other languages with devices other than complements, is it possible to say the equivalent of this:


(34) According to Jane, according to Bill, Miranda left.

English speakers have difficulty with this recursion, but it remains a possibility that speakers of other languages use such a structure for recursive beliefs.

Summary of the special nature of complements

This by no means exhausts the interesting syntactic properties of complements, direct speech and adjuncts, but we can conclude that:

a)
Complements and adjuncts, but not direct speech, subordinate certain features to the matrix verb (e.g., tense, pronouns and spatial deictic terms). Complements but not adjuncts allow wh-movement. In addition we can notice that this is so precisely when there is a point-of view on the complement that is other than the speaker’s (see de Villiers, de Villiers and Roeper, 2007). It does not occur with factive complements whose truth is presupposed:

(35)    Bill forgot/knew/was glad that he saw Miranda.

*Who did Bill forget/know/was Bill glad that he saw?

This property gives the “memory for complements” task its nice distinction, but it will not necessarily work in a non-wh-movement language. 

b)
Complements and direct speech reports (and perhaps phrases like “According to”) introduce a Point-of-View on the clause that makes it possible to have:  i) the truth of the lower clause relative to the PoV of the subject, and ii) the designation of objects in the scope of the lower clause relative to the subject. 

c)
Complements are recursive, therefore they can represent all the rich array of complex propositional attitudes. 

Considering this array of properties, and recognizing that there is ongoing theoretical work focused on other linguistic devices that might have these properties (Joshi, 2007; Roeper, 2007; Hollebrandse & Roeper, 2007), we can suggest that the feature that seems to matter most for at least an initial representational theory of mind is one concerning Point of View, because it allows the representation of a false saying or belief, and marks it as attributed to another individual. However, recognising point of view devices is not easy. In some languages (e.g., Tibetan, Chinese) the distinction between indirect and direct speech reports is very hard to make, because there are no pronouns, or tense, or other signs of subordination, and no wh-movement. In speech, the only clue would be voice, pitch or postural changes to indicate a new speaker. In languages with wh-movement, the movement property is the most useful guide to the adjunct/complement distinction. However in non-wh-movement languages, the only clue to that difference may be a two proposition (basically two-verb) sentence, with a matrix communication or mental verb, in the absence of a lexical connective such as after, before, then. As we shall see below, that is not quite enough to get Point of View.
Empirical evidence on complements and false beliefs

Typical development

The finding that mastery by learners of complements, indexed by the memory for complements task, correlates with false belief reasoning has been documented now in several different languages, and discounted in one. It has been confirmed for English  (J. de Villiers, 2005; 2007) German (Perner et al. 2003), Danish (Jensen-Lopez, 200?), and ASL (Schick et al 2007), all languages in which there is wh-movement. (No-one has yet tested postural role shift in sign language as an alternative way to mark Point of View in theory of mind development.) Kyuchukov (2006) found the same result in bilingual Turkish-Bulgarian and Romani-Bulgarian children, and we have confirmed it for Tibetan (de Villiers, Speas, Garfield and Roeper, 2007), even though this is a language with no wh-movement. Notably, Tibetan does have evidentials, but we found that evidential marking by the children was unrelated to false belief mastery.. 

Others have tried operationalizing the construct of complement mastery in language production paradigms rather than comprehension paradigms of the kind we have developed. Aksu-Koc, Avci, Aydin, Sefer, and Yasa (2005) found that production of complements predicted false belief reasoning in Turkish better than evidentials did. In the special case of the newly evolving Nicaraguan Sign language, it proved impossible for Pyers (2004) to ask the necessary wh-questions without imposing some grammar on the subjects. But by using an elicitation task to get subjects to describe such things as mistakes, Pyers found those signers who had propositional contents with mental state verbs were able to do false belief reasoning (in a nonverbal test), but those signers who did not, failed them even as adults.

The exceptional case so far is that of children learning Cantonese (Cheung et al, 2004; Cheung, 2006; Tardif et al, 2007), a language in which the surface markers of complementation are virtually non-existent and there is no wh-movement. In a recent paper, Tardif et al (2007) reported a large longitudinal study of children learning Cantonese in Hong Kong, and though she found significant correlations between complement comprehension on the de Villiers and Pyers “memory for complements” task and false belief understanding, overall the children were abysmally poor at the complement comprehension test, even at age six; results partially echoed by Cheung et al (2004). Because Cantonese has a verb that means “to think falsely” (found also in Turkish), Tardif argues that perhaps the children take a different route, using some of the lexical information provided by that verb to compensate for the inadequate clues from complementation structures. We return below to questions about a language lean in syntactic markers of complementation.

Delayed development

In the case of children with delayed language, the results are clearer because the time course is extended and the variability is more striking. Schick et al (2007) demonstrated that one of the highest predictors of false belief reasoning in language-delayed deaf children is their understanding of complements, tested in either ASL or spoken English. This was true whether or not the children were late learners of ASL, or delayed because they were learning oral English. Other measures of syntax were not as significant, though vocabulary seemed to play a secondary role in the verbal tasks. P. de Villiers et al (2003) found that in a large sample of over 1000 children aged 4 to 9, 350 of them with SLI, a single item of complement understanding was a strong predictor of performance on a false belief explanation task in a narrative context, independent of the children’s communicative role taking skills and other general language measures. And Tager-Flusberg and Joseph (2005) in a longitudinal study of autistic children, showed that mastery of complement comprehension with verbs of communication was the strongest predictor of any changes over the period of a year in the children’s false belief performance.

Training studies

Perhaps the most striking results emerge from two training studies aimed at teaching children the necessary language to see if they improved on false belief performance (Hale and Tager-Flusberg, 2003; Lohmann and Tomasello, 2003). Hale and Tager-Flusberg (2003) selected 3-year-old children who failed on both memory for complements and false belief reasoning tasks. They then provided three different types of training: explicit training in false belief reasoning; training in understanding relative clauses; and training in understanding false complement clauses with verbs of communication. When tested three weeks later, the children all showed significant improvements on the tasks on which they were trained, but in addition, the group trained on the complement clauses with communication verbs also showed significant growth in their reasoning about false beliefs. In fact their improvement on false belief reasoning tasks was equivalent to that of the group explicitly trained on those tasks. Training on relative clauses, another complex embedded grammatical structure, showed no transfer to false belief reasoning.

Lohmann and Tomasello (2003) also selected children who failed false belief reasoning. However, these children’s scores on the complement comprehension task averaged 2.4/4, so it is possible that some of them already had some command of complementation before training. Between 24 and 30 children were assigned to each of five training conditions. These were: (1) training about deceptive objects with mental state verbs and false complement clauses; (2) training about deceptive objects with communication verbs and false complement clauses; (3) exposure to discourse about the deceptive objects but that did not use either mental state verbs or complements (the “discourse only” condition); (4) exposure to deceptive objects with the command to “look!” that highlighted their deceptive features, but without accompanying discourse about them; and (5) training on false complement clauses without any clear reference to the deceptive features of the objects. The strongest training effects were found for conditions (1) and (2). The children in condition (4) showed no training effect at all. Children in the remaining two training conditions ((5) and (3)), showed an intermediate level of growth on false belief reasoning after training. In discussing these results, Harris (2005) interprets the fact that condition (3) group showed some improvement on false belief tasks as decisive counter-evidence to the claim that mastery of complements is prerequisite for false belief reasoning.  However, the gains were quite small compared to condition (2):  On the false belief task at post-test, the condition (3) children got 40% of the questions correct (less than chance) compared to 75% correct in condition (2). The evidence suggests that test-retest improvement alone might account for the improvement under condition (3). So overall, one cannot tell whether any child at the end of the study succeeded in passing the false belief tasks without “knowing” complements, the litmus test for disproving the complement hypothesis as we have proposed it. (Notice that such training studies could easily fail to find any effect even if the complement theory were correct, because the prediction is that mastery of complements opens the doors to false belief reasoning, but it does not say that false belief reasoning will inevitable follow.) It seems counterintuitive that complements can be taught in a couple of sessions. However, they clearly can if the children are right on the cusp of mastering the structure in any case. No-one would expect two year-olds to learn them in a training study. This fact raises two problems for training studies: they can fail to show anything because the children don’t show any training effect at all, or because all the children show enough growth in the interim between pretest and posttest to swamp any differential effects of specific training conditions.
Semantics versus syntax 

Though Perner et al (2003) found a sizeable correlation between complements and false belief reasoning, the main conclusion of that study was to cast doubt on the complement hypothesis. In German (as in French and Danish), the complement clause under a verb of desire (35) has the same superficial form as the complement under a verb of mental state such as think (36):

(35). Mutter will, dass Andreas ins Bett geht.

[Mom wants that Andy goes to bed].

(36) Mutter glaubt dass Andreas ins Bett geht.

[Mom thinks that Andy goes to bed].

Perner et al showed that despite the similarity in structure, German children achieve understanding of them at quite different times. That is, children understand the want questions well before they understand the think questions, and only the latter connect to false belief reasoning. On these grounds, Perner et al argue that the change is really conceptual, not linguistic, and children just master desire before belief. If this is true then the memory for complement task could be interpreted merely as a slightly easier false belief task, an idea proposed in Ruffman et al (2003). For these theorists, even with the verb say instead of think, the task taps theory of mind itself, not anything about syntax. As we shall see below, Perner has good reason for believing in the primacy of conceptual understanding before language. On the other hand, we find the data from deaf children showing their poor performance on nonverbal theory of mind tasks hard to reconcile with the conceptual primacy argument.

It is important to unpack the data on want versus think. Certainly,  understanding desire comes before understanding beliefs, and understanding desire seems to have no obvious linguistic prerequisites. Deaf children with language delay and SLI children are not delayed in understanding desire, nor using terms for it (P. de Villiers, 2005). However, English, unlike German, has different complement structures for ‘want’ than for ‘think’: ‘want’ uses infinitival complement:



(37)    John wants her to go to bed.

While ‘think’ uses a tensed clause complement:



(38)    John thinks she went to bed.

It is transparent in English that the clauses have a radically different semantics: there is no “truth” index on the clause under want. It is an event that has yet to occur: it is an irrealis clause. Tensed clauses, on the other hand, are realis, that is, their truth can be evaluated (did she go to bed or didn’t she?). Notice, however, that modals can carry irrealis properties, as in:



(39)    John thinks that she should go to bed.

creating a complement clause that, like ‘want’ clauses also has no evaluable truth. J. de Villiers (2005) showed that children aged 3 to 4 not only found want clauses easier, but they also clearly differentiated between think did and think should, and found the latter as easy as want. Only think did was connected to false belief understanding. This means that the notion of “complements” must be refined to mean realis tensed complements, a concept as available in German as in English. 

That the realis/irrealis distinction is important in children’s interpretation of complements is not surprising given their importance in grammars of the world’s languages (Bickerton 1984) and the fact that this and other distinguishing features of complements may be either overt or covert in a given language (Felser 1999). While some may try to argue that the realis requirement means that the concept of  “complement” has become entirely semantic, not syntactic at all, we have nothing particularly at stake in agreeing that Point of View is fundamentally semantic, and that the only kind of complements that matter is that subtype realis that capture truth in another’s mind.

So, if realis complements permit thinking about false beliefs, how do children recognize the expressive power of the structures? We have argued that it is verbs of communication that pave the way, because they allow overt comparison of what someone said and what was true:

(40) Bill:  “Miranda left!” (but we know she didn’t)

      Fred: “Bill says Miranda left!” 

Child must experience circumstances, in all languages, in which this kind of discourse occurs, and in which (crucially) no-one corrects Fred. That is, it is no use for the child just to witness people saying false things. The event of a person saying something false must be encoded to reveal the embedding that language makes possible. Once the grammar for expressing this is made apparent with verbs of communication, then the child has the linguistic representation ready to follow the discourse:

(41) Bill, looking morosely out of the window. 

(Miranda is present but out of Bill’s sight)

Fred: “Bill thinks Miranda left!”

To the extent that the notion of “complement” varies cross-linguistically, it becomes even more necessary that there be a route to discovery of the right form via verbs of communication. 

The puzzle remains, however, as to why the Cantonese children would be so poor at the memory for complement task. Recently, we have suggested it is related to a general locality constraint (Chomsky 2005) which encourages all children to answer the wh-question in a two-clause structure with respect only to the lower clause (de Villiers, de Villiers & Roeper, submitted). Children learning Cantonese, which has no overt wh-movement, will have a harder time recovering from this “error” because there are no overt clues that the wh must be interpreted as having scope over the whole structure. The wh-question task may not then be the best test of their understanding of complements in Cantonese. Perhaps a yes/no question such as (48) would work better to measure complement mastery than a wh-question in a language with no wh-movement:

(48) Woman say bought apple?

This experiment remains to be done.

The construct “false belief reasoning”

How should we assess whether a child is capable of recognizing another’s false belief state? There has been much discussion about the nature of the tasks with critics arguing that many (unseen object displacement, unexpected contents) are far too unnatural (Nelson, 2005). Others have suggested that they demand more of the child than simply recognition of another’s false belief. In particular, it is suggested that they involve other performance demands, such as resisting an impulse to answer with reality, or working memory demands, both of which tap executive function, and we know that the components of executive function represent another set of cognitive skills that are mastered just around the time that children pass the false belief tests (Carlson and Moses, 2001; Moses, 2001). 

However, our recent findings from language delayed deaf children demonstrate that it is the language of the children rather than their executive functioning that is the proximal predictor of their performance on false belief reasoning tasks. P. de Villiers (2005; de Villiers, Magaziner, Roman and Sunderland, 2007) showed that language delayed orally-taught deaf children who still fail false belief tasks are not at all impaired in executive function skills such as non-verbal working memory, inhibitory control, and conditional rule following; each of which has been implicated in hearing preschoolers’ ToM development. Furthermore, the deaf children’s performance on both the standard high-verbal false belief reasoning tasks and on low-verbal analogues of those tasks (Schick et al., 2007; Woolfe, Want and Siegal, 2002) was predicted by their language, not by their executive functioning. The strongest predictor of the children’s false belief reasoning was their processing of false complement clauses with the verb “say”: on the memory for complements task (replicating Schick et al, 2007). 

Nevertheless, theorists such as Leslie (1994) and Fodor (1992) argue that the child’s concept of false belief is there from very early in childhood, and it is the other cognitive and linguistic skills that must catch up before children can pass false belief reasoning tasks. These theorists are encouraged by Onishi and Baillargeon’s (2005) surprising results that even 17-month olds can recognize another person’s false belief when that recognition is measured by looking time in a violation of expectancies paradigm. In this study, toddlers first habituated to a stranger who reached into one of two containers to retrieve an object that moved (on its own) into that container. In carefully arranged conditions, the object subsequently changed positions while the person was not looking but the toddler was. Toddlers’ looking time was measured to two different outcomes: one in which the person reached into the wrong container, and one in which the person reached into the right container. The 17 month olds looked a second or so longer (statistically significant) when the person reached into the right container when they could not have “known” the object was there. The control condition was the “true belief” case where the person saw the object move and then reached into the right container.

Onishi and Baillargeon maintain that the these very young children have an understanding of the adult’s false belief state as indexed by their looking time. Their expectations are violated when the person searches in the container to which the object was moved without them seeing the relocation. Notice that the behavioral demand of this task is minimal: the subjects did not have to do anything but watch. The young children do not have to make any explicit decision about what the adult believes or where they will look. Does this represent the golden age of understanding before task demands cloud the picture? 

Clements and Perner (1994) were the first to try minimizing response demands, studying children aged 2.6 to 3.6, in a task involving looking direction, rather than looking time. In a verbal false belief reasoning task they first told the children a rather complex story about a mouse who hides his cheese in a box in front of one of two entrances to his burrow. Then while he is away, his cheese is moved to a box in front of the other entrance by a wily cat. Instead of (in fact before) the standard false belief question, “where will the mouse look for his cheese?”, the experimenters said “Look, look, the mouse is coming! I wonder where he will look for his cheese?” and measured the direction in which the children looked: to the mouse-hole beside the old or the new location of the cheese. Clements and Perner report that at 2;11, but not before, children looked more often at the location where a mouse-with-false-belief would emerge, i.e. near the old location where they had put the cheese. However, when those children were subsequently asked the standard question, and had to explicitly indicate where the mouse would first look for the cheese, they failed in the classic way of choosing the new location where the cheese would be found.  A true belief condition in which the mouse stayed out of his burrow and watched the movement of the cheese provided a necessary control against the children simply having a preference for seeing the mouse emerge where he last exited the scene. Clements and Perner conclude that just before children can explicitly use their knowledge about false beliefs to make judgments and predict actions, they have an implicit understanding of false beliefs (see also Dienes and Perner, 1999). That understanding is sufficient to influence eye gaze and attention, but not sufficient for explicit reasoning about the situation, i.e. making a decision.

Perner and Ruffman (2005), in response to Onishi and Baillargeon (2005),  argue that their own 1994 task is an appropriate operationalization of “implicit” false belief, but that the younger children in Onishi and Baiilargeon’s study might in fact be responding on the basis of more primitive event cues. They argue that the toddlers may simply have formed a lower-level stimulus association between character+location+object, and when any of those associations was new, there was increased gaze time to process the new combination. In contrast, they argue that in their own paradigm the children have a precursor of real false belief representation, but it is yet implicit and not sufficient to drive the explicit reasoning demanded of the standard question. Dienes and Perner (1999) consider several such cases in psychology in which “implicit” precedes “explicit” understanding of a concept.

Recently, however, Southgate, Senju and Csibra (2007) have replicated the findings of Clements and Perner with 24 month olds by removing any language from the cues provided to the child. Instead of saying  “I wonder where the mouse will look?”, the child is confronted only with a nonverbal scene. The measure taken is the direction of eye gaze to the location where a person will go premised on a false belief. They found that the 2 year olds expect the person to look in the place where that person last saw the object. That is, at a minimum, 2 year olds seem to predict (as indexed by eye gaze) that a person who was not watching will maintain their earlier goal orientation, i.e. cannot update it. This is the foundation of the unseen displacement task. But why then does explicit “deciding” where the person will look then take two more years?

In a study of both children and primates, Povinelli and Vonk (2003) argued that in order to develop a sophisticated understanding of others, any creature must observe behavior and arrive at generalizations across that behavior. For example, they might deduce that “A person seeking an object generally goes back to where they left an object”. Notice there is no mention here of mental state. Rather it demands a kind of social cognition without reference to mental states which Povinelli and Vonk demonstrated is achievable even by chimpanzees. The usual tests of false belief with children go beyond this kind of social cognition. However, the unseen displacement task may be one demanding only the primitive kind of social cognition, especially if it is stripped to the level of an eyegaze response. That is, children could be operating with a rule such as “People who seek an object will go to where it is” or even “People who seek an object go to where they last put it” , which is the ubiquitous answer 4 year old children give when asked why the subject returns to the wrong location. In some versions of the task, someone else is placing the object, in which case they need: “People who seek an object go to where they last saw it”, which would seem to entail minimally, tracking where someone was watching. But all these version are less sophisticated than: “People who seek an object go to where they believe it to be” which involves true mental state social cognition. 

The findings of Southgate, Senju and Csibra (2007) and Clements and Perner (1994) with toddlers are at variance with our own work using low or non-verbal tasks that require a decision on the part of the subject. We used a version of Povinelli’s hide-and-seek task with typical-hearing and deaf individuals who must reason that a person who has not seen where a sticker was hidden, is in no position to point to the right location to find it; whereas a person who watched it hidden is likely to give good advice on where to find it. Ten trials are given, with different people serving the clearly marked roles of “knower” and “ignorant-guesser”. We found it was not until 4;6 that hearing children can pass this task, around the same time as they can handle standard verbal tasks (P. de Villiers and Pyers, 2001; Gale et al, 1996). Moreover, whereas one might expect deaf children who are older, and more socially adept, could succeed on this low-verbal task long before they could handle the verbal tests, we found language-delayed signing and oral deaf children continue to fail the task until they can pass the standard verbal tasks (P. de Villiers, 2005; Schick et al, 2007). In fact, the best predictor of when they pass it is when they have enough language, namely, command of complementation. Why then is this task so hard, if all the conceptual components - implicit theory of mind, working memory, and inhibitory control - are squarely in place? We cannot offer a satisfactory explanation except to invoke yet another requirement: language.

In an important series of studies, Jennie Pyers (2004) conducted extensive tests of non-verbal and low-verbal false belief reasoning in the special deaf population residing in Nicaragua, who have learned an emerging Creole Nicaraguan Sign Language since beginning school there at the school for the deaf. The older individuals in the deaf community have a more incomplete sign language (that emerged early in the evolution of NSL) that seems to lack mental verbs with complementation. Those same individuals failed nonverbal tests of false belief understanding in Pyers’ studies, even though they were adults aged 24-36 years at the time of testing. Younger deaf signers of NSL who had a more complex sign language passed all of the same tests. These tasks involved making explicit decisions about the actions and emotional responses of the characters with the false beliefs and thus made demands on working memory and inhibitory control, but not beyond the level one would expect of adults in any case. Pyers found that the best predictor of the Nicaraguan signers success on the false belief tasks was their language status, i.e., whether they had learned the incomplete or the more elaborated NSL.

Finally, some recent work with typical adults sheds important light on the developmental evidence. We have explored whether they can do nonverbal reasoning about false beliefs while simultaneously engaged in a language task (Newton and de Villiers, 2007). Subjects watched videos scenarios similar to the Clements and Perner story (acted out by students dressed in animal costumes), in which some cheese was moved by a cat to a new location while a mouse character was out of sight. When the mouse re-emerged, the subjects had to choose which of two video clips was the appropriate ending to the video: one in which the character went to the place he falsely believed the object was, or where the object now was? Subjects practiced with a video with clear “causal” endings (“what will happen next?”) to show they understood the very limited task demand of tapping on a colored block next to the video they chose. The adult subjects had to do one of two things when they saw the movie: either follow varied rhythmic tapping by repeating it with a drumstick, or repeat (shadow) a voice telling a story unconnected to the video. As in Clements and Perner, a video of a true belief scenario in which the mouse watched the change in location of the cheese served as a control condition.

The results were startling: adults behave like three year olds when they try to do the false belief task while engaged in verbal shadowing. That is, they choose the video ending where the mouse goes to the box where the cheese really is, ignoring the character’s false belief. However, they are perfectly fine in choosing the right ending if they are shadowing rhythmic tapping - a non-language task. The effect does not seem to be simply one of attention because a different set of subjects was given a fairly complex control task on face perception that did not involve beliefs, and the two interference tasks proved equal in their disruption of reaction time on this third task, suggesting that the language faculty is crucially engaged when explicit reasoning on false beliefs is called for. 

How can these various results be reconciled? Carruthers (2007), who believes executive function is crucially involved invokes a distinction between fast, automatic and unconscious processing (System 1) and slow, reflective, decision-making that might call upon self-generated internal responses such as inner speech or visual imagery (System 2). Carruthers like Leslie believes that ToM is an innate module, so the infant is capable of processing a situation involving a character’s false belief using an innate System 1 module. However, in making decisions, other factors come into play, such as a pull towards reality responses (where is the cake?). The child develops (in System 2) enough resources to resist these competing impulses and arrive at a decision (pointing, talking, choosing an ending) based on the character’s false belief, i.e. to consolidate the right answer generated by the early System 1 model. These resources include self-generated language. For Carruthers, the significant piece is the control rather than the representational function of language. However, this still does not account for the data from adult Nicaraguan signers with the non-complementation version of NSL, who surely have control functions but perhaps not yet representational sufficiency in their language.

In summation, the data on alternative ways of tapping false belief recognition are highly ambiguous. On the strong version of the language determinism thesis, no-one should be able to recognize a false belief in another without an appropriate (and for us, linguistically based) representational system. But the measures of recognition that we have counted have entailed an explicit response: a choice, a decision, a prediction. It could be that recognition could be established at some fundamental, implicit level of “expectancy” or “surprise”, but no further higher decision might be able to follow from it. An argument of this sort about infant’s looking time has been made in other areas of cognitive development by Rachel Keen (2003). Much has been made in the last ten years of research on the conceptual capacities of infants of differences in looking time, with the concept being “registered” by the infants not available to other means of assessment for months thereafter. Is looking time the leading edge of concept formation, or does the concept get built out of lower level stimulus expectancies to which eye-gaze is sensitive? Any time a decision must be made, however nonverbal, and however simple a response, it looks as if false beliefs are not “understood” until later. 

Yet the gap between infants’ and preschoolers’ false belief understanding is not merely a function of performance limitations based on e.g. working memory or inhibitory control skills, as our data on the deaf reveal. Some critics of the complement theory (e.g. Harris, 2005; Woolfe et al, 2002) argue that deaf children, like hearing children, have to acquire the complete theory of mind from the discourse in the culture, and it is lack of access to the appropriate information about the theory in language and conversation that slows the deaf child’s success. For these theorists, language is primarily about conveying the theory, not about a representational system for thinking on-line. But hearing adults have it all: they have a fully developed concept of false belief, and they have the memory and inhibitory skills, so why do they apparently need to recruit the language faculty to reason about false beliefs in a nonverbal video task? And when they do, is it the representation or control functions of language that they need?

Conclusion

Exploring the relationships between theory of mind and language development remains a vibrant area of research. From the perspective of the linguistic determinism thesis that we have proposed, a number of questions remain unresolved. To begin with, we are not sure if complementation is universal across all languages; and even if it is, we are not sure how many different paths the child can take to recognize it. We are not sure that verbs of communication can serve the same bootstrapping role in every language for the later understanding of mental state verbs. Indeed in some languages, verbs of communication may be all one has to express mental states. We have reason to doubt that the wh-test for complementation is the best index for representing the grammar of complements across languages, especially in languages with no wh-movement such as Chinese. And it is not clear whether the standard or even low-verbal false belief tasks tap “pure” false belief recognition, or whether they involve extra task performance demands. In the end, we do not know if what we are seeing at four years of age is just a relation between explicit complement understanding and explicit false belief reasoning, with the real developmental action taking place much earlier in either or both domains. Moreover, even if all these debates were settled in favor of the claims we make, there are still methodological concerns to be addressed around appropriate measurements and statistical approaches for determining a contingency relationship between the variables, not just correlation. Finally, even if the finding of a contingency was proven beyond doubt, the story would still leave ample room for the role of maternal speech, discourse, and mental verb learning to play significant roles in the preparation of the child for mental state understanding and reasoning. 

The theory that the mastery of tensed complement clauses provides children with a new means of representation of the propositional contents of false beliefs has undergone considerable evolution since it was first proposed. It has motivated interesting ongoing cross-linguistic research (Tardif, 2007; Kyuchukov, 2006), important studies of special populations of children with language delay (e.g., deaf or SLI or autistic children (de Villiers et al, 2003; Peterson and Siegal, 1999; Schick et al, 2007; Tager-Flusberg & Joseph, 2005), and the development of innovative low or nonverbal ways to measure false belief reasoning (Onishi and Bailargeon, 2005; Southgate et al, 2007). We hope that this process of evolution has led to a more precise account of the relationship between language and thought in general and language and theory of mind development in particular. But beauty remains in the eye of the beholder (or the parent).
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